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Abstract—A Huffman code is a variable-length entropy code used in data compression. The compression operation of a Huffman code can be done very efficiently on the GPU. However, the decompression is very hard to parallelize, because the compressed data have no separator to identify each variable-length codeword. We present a Huffman Code with Gap Array (GHCA), which accelerates the GPU decompression. The experimental results using GeForce RTX2080Ti GPU shows that, the GHCA may have at most 1.5% size overhead, but the decompression is 1.536-4713 times faster than the previously published GPU decoding for Huffman codes.

Index Terms—component, formatting, style, styling, insert

I. INTRODUCTION

A Huffman code [1] is a prefix-free entropy code that encodes a sequence \( X = x_0 x_1 \cdots x_{n-1} \) of source symbols into a sequence \( h(X) = h(x_0) h(x_1) \cdots h(x_{n-1}) \) of codewords such that the number of bits of \( h(X) \) is minimized, where \( h(x) \) denotes the codeword of symbol \( x \). Figure 1 shows an example of a Huffman code. For example, a sequence \( X = DDABAB \) of symbols is encoded into \( Y = 1101100010001 \). Also, \( Y \) is decoded into \( X \). A Huffman code is represented by a binary tree such edges to the left and right children from an internal node have labels 0 and 1, respectively. Each leaf corresponds to a symbol and the codeword can be obtained by picking labels in the path from the root to the leaf. Thus, a Huffman code is a prefix code such that no codeword is a prefix of the other codeword, and each codeword can be uniquely identified by reading a codeword sequence from the beginning. A Huffman code is one of the most frequently used compression scheme used in many compressed file formats such as gzip, zip, png, and jpeg. So, it is important to accelerate the encoding and decoding tasks of Huffman codes.

Parallel encoding of Huffman codes are very easy [2]. By computing the prefix sums of the number of bits of codewords corresponding to symbols in an input sequence, we can determine the bit positions of codewords in the encoded sequence. After that, the codeword of each symbol is written in the corresponding position in parallel. Since the prefix-sums can be computed very efficiently in the GPU [3]–[5], Huffman code encoding can be done very efficiently. On the other hand, parallel decoding of Huffman code is very hard because a codeword sequence has no separator to identify each codeword. Each codeword can be identified only by reading codeword from the beginning. Quite recently, Weissenberger and Schmidt [6], [7] showed an interesting GPU implementation of decoding of Huffman codes called GPUHD. Their idea is to use self-synchronization property [8] of Huffman codes. More specifically, suppose that we start decoding from some intermediate bit position of a codeword sequence. It may be possible that the bit position is not the beginning of a codeword, and the decoded symbol is not correct. However, we may have a correct decoded symbol after several wrong decoded symbols are output. Once we have a correct decoded symbol, the decoded results after it are correct. Using self-synchronization of Huffman codes, decoding of Huffman codes can be done in parallel [6]. More specifically, a codeword sequence is partitioned into equal-sized segments, and a thread is assigned to each segment. A segment starts to decode segments until it finds self-synchronization. In this GPU implementation, each segment is decoded at least twice. Also, in the worst case, the first thread cannot find self-synchronization, and it must work for decoding all segments.

*This article is a preliminary work for presenting at a non peer-reviewed workshop, the 10th International Workshop on Networking, Computing, Systems, and Software (NCSS), held in Nagasaki, Japan, November 2019. The full version will be submitted to a peer reviewed conference and/or journal.
The main contribution of this article presents a new Huffman code for accelerating GPU decompression. Our idea is to add a gap array to a codeword sequence during the process of decoding. Suppose that a codeword sequence to be decoded is partitioned into equal-sized segments. A codeword may be separated into two adjacent segments. We call such codeword an incomplete codeword. A gap of a segment is the number of bits of the first incomplete word. A gap array is an array storing the gaps of all segments. Figure 2 illustrates the gaps of segments. The gap array can be computed very easily in parallel during the encoding process. In most Huffman code implementations, the number of codewords is limited to 16, we can assume that a gap is an 4-bit integer. Thus, the size of an gap array is very small if we use enough large segments.

II. HUFFMAN CODE WITH GAP ARRAY (HCGA)

The main purpose of this section is to present a Huffman code with a gap array. As we will show later, decoding of Huffman code is hard to parallelize. By means of self-synchronization of Huffman codes, decoding can be parallelized. However, for malicious codewords, it redundant decoding operations are performed and the decoding time is much larger than the sequential decoding by a single CPU. In this section, we will how a gap array which is attached to a sequence of encoded codewords of a Huffman code.

Let \( X = x_0 x_1 \cdots x_{n-1} \) be a sequence of \( n \) symbols and \( Y = y_0 y_1 \cdots y_{m-1} \) be a sequence of \( m \) bits obtained by encoding \( X \) by an Huffman code \( h \). In other words, \( Y = h(x_0) h(x_1) \cdots h(x_{n-1}) \) holds. Suppose that a sequence of codewords \( Y \) is partitioned into equal-sized segments of \( b \) bits each. We introduce a new data structure that we call gap array \( G \). The gap array \( G \) is attached to the encoded codewords \( Y \) to accelerate decoding of \( Y \) into \( X \). The gap array is an array of gaps of segments. A segment may have an incomplete codeword, because there is a crossing codeword between it and the previous segment. The gap of a segment is the number of bits in the incomplete codeword. If it has no incomplete codeword then the gap is zero. Let \( y_i \) denote the gap of segment \( Y_i \). Figure 2 illustrates gaps of segments of 16 bits each. We assume that a crossing codeword of neighboring segments belongs to the latter one. Thus, a segment has complete codewords and the following crossing codeword (if exists). For example, the symbols of codewords in \( Y_1 \) in the figure are BABCBAE.

A. Decoding of a Huffman code with a gap array

We use the Single Kernel Soft Synchronization (SKSS) technique [9], [10] to accelerate decoding on the GPU. We partition \( Y \) into \( \frac{w}{wb} \) segments \( Y_0, Y_1, \ldots, Y_{L-1} \) of \( L = wb \) bits each as illustrated in Figure 3, where \( w \geq 32 \) and \( b \) be parameters to be determined later. Each segment \( Y_i \) is further partitioned into \( w \) subsegments \( Y_{i,0}, Y_{i,1}, \ldots, Y_{i,w-1} \) of \( b \) bits each. We use a CUDA block with \( w \) threads is assigned to a segment to decode it. Also, each thread of the CUDA block is assigned to a subsegment and works for decoding it. Let \( c(i) \) and \( p(i) \) denote the number of codewords in segment \( Y_i \) and subsegment \( Y_{i,j} \), respectively. Further, let \( p(i) = c(i) + c(1) + \cdots + c(i) \) and \( p(i, j) = c(i, 0) + c(i, 1) + \cdots + c(i, j) \) be the prefix-sums. Clearly, codewords in segment \( Y_i \) are decoded in \( x[p(i-1)], x[p(i-1)+1], \ldots, x[p(i-1)+c(i)-1] \) and those in subsegment \( S_{i, j} \) must be coded in \( x[p(i-1)+p(i, j-1)], x[p(i-1)+p(i, j-1)+1], \ldots, x[p(i-1)+p(i, j-1)+c(i, j)-1] \). Thus, if all values of \( c, p \) are computed, we can determine positions of \( x \) for segment/subsegments where decoded symbols are written.

The decoding can be done in only one kernel call, which invokes multiple CUDA blocks. We use zero-initialized global counter \( k \) in the global memory to assign serial numbers to invoked CUDA block. More specifically, the first thread of a CUDA block performs atomicAdd(&k,1), which adds 1 in \( k \) as an atomic operation and return the value of \( k \) after addition. The first threads of CUDA blocks receive 0, 1, 2, \ldots, and we call a CUDA block with the first thread receiving \( i \) CUDA block \( i \). Hence, it is guaranteed that, when CUDA block \( i \) starts running, CUDA blocks 0, 1, \ldots, \( i-1 \) have been invoked. Note that it is not guaranteed that CUDA blocks are invoked in the order of blockID given by kernel. In our GPU Huffman decoding, it must be guaranteed to avoid deadlocks.

Each CUDA block \( i \) works for decoding segment \( Y_i \) in 5 steps. In Steps 1 to 4, each CUDA block \( i \) computes the values of \( c(i), p(i), p(i-1), c(i, j) \) and \( p(i, j) \). In particular, it writes the values of \( c(i) \) and \( p(i) \) in the global memory, because the other CUDA blocks may read them. In Step 5, each CUDA block \( i \) decodes codewords in section \( Y_i \) and write the decoded symbols in \( x[p(i-1) : p(i-1)+c(i)-1] \). The details of operations performed by each CUDA block \( i \) in Steps 1 to 5 are spelled out as follows:
The size of a subsegment is the original Huffman code. We have used various data in our implementation using the Geforce RTX2080Ti GPU. We have evaluated the performance of GPUHD and HCGA by our implementation.

### Table I

<table>
<thead>
<tr>
<th>File</th>
<th>type</th>
<th>description</th>
<th>Size</th>
<th>Compression ratio</th>
<th>Decompression time</th>
</tr>
</thead>
<tbody>
<tr>
<td>bible</td>
<td>text</td>
<td>Collection of sacred texts or scriptures</td>
<td>4096</td>
<td>54.82/55.67</td>
<td>0.348ms/0.080ms</td>
</tr>
<tr>
<td>enwiki</td>
<td>xml</td>
<td>Wikipedia dump file</td>
<td>1095</td>
<td>68.30/69.37</td>
<td>46.530ms/10.779ms</td>
</tr>
<tr>
<td>mozilla</td>
<td>exe</td>
<td>Tarred executables of Mozilla</td>
<td>51.22</td>
<td>78.05/79.27</td>
<td>3.356ms/0.689ms</td>
</tr>
<tr>
<td>nci</td>
<td>database</td>
<td>Medical magnetic resonance image</td>
<td>9.97</td>
<td>46.37/47.10</td>
<td>0.592ms/0.336ms</td>
</tr>
<tr>
<td>prime</td>
<td>text</td>
<td>50th Mersenne number</td>
<td>23.71</td>
<td>30.47/30.95</td>
<td>1.487ms/0.968ms</td>
</tr>
<tr>
<td>sao</td>
<td>bin</td>
<td>The SAO star catalog</td>
<td>7.251</td>
<td>94.37/95.85</td>
<td>0.577ms/0.107ms</td>
</tr>
<tr>
<td>webster</td>
<td>html</td>
<td>The 1913 Webster Unabridged Dictionary</td>
<td>41.45</td>
<td>42.54/43.52</td>
<td>2.093ms/0.467ms</td>
</tr>
<tr>
<td>linux</td>
<td>src</td>
<td>Linux kernel 5.2.4</td>
<td>871.3</td>
<td>70.23/71.32</td>
<td>41.922ms/9.164ms</td>
</tr>
<tr>
<td>malicious</td>
<td>text</td>
<td>Never self-synchronize until the end</td>
<td>1073</td>
<td>25.00/25.39</td>
<td>92797ms/19.689ms</td>
</tr>
</tbody>
</table>

### Experimental Results

This section shows experimental results of Huffman decoding using the Geforce RTX2080Ti GPU. We have evaluated the performance of our HCGA and GPUHD [6], which decodes original Huffman code. We have used various 10 data in Table I. The size of a subsegment is $b = 256$ bits. The file malicious is an intentionally generated compressed data that never self-synchronize until the end. From the table, we can see that the size overhead is less than 1.5%. Also, the running time of HCGA 1.536-5.389 times faster than GPUHD for the first 9 data. The running time of GPUHD is quite large because the first thread must work for decoding all codewords. On the other hand HGA is quite fast and the speedup is 4713.

### Conclusion

We have presented a Huffman Code with Gap Array (GHCA), which accelerates the GPU decompression. The experimental results using the Geforce RTX2080Ti GPU shows that, the GHCA may have at most 1.5% size overhead, but the decompression is 1.536-4713 times faster than the previously published GPU decoding for Huffman codes.
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