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Abstract— In this paper we discuss the map building technique 

for mobile robot using k-means clustering using laser ranger 

sensor. Clustering is an efficient technique to group together data 

set to obtain accurate maps for autonomous mobile robots. We 

discuss the k-means clustering algorithm in detail with 

experimental results and how this method can be used to obtain 

straight line maps for indoor environments. We discuss our 

results with different sizes of clusters and for data set with noise. 

Results confirm that k-means clustering can be used to obtain 

straight line maps for mobile robots. 

Keywords-Clustering, k-means algorithm, Robot Mapping, Mobile 

Robots. 

I.  INTRODUCTION  

Simultaneous localization and mapping (SLAM) is a 
technique that is used in the field of autonomous mobile robots 
for building a map of an unknown environment or to update a 
map within a known environment, while at the same time 
keeping the track of its current location. Numbers of solutions 
to SLAM problem are proposed over the last decade [1]-[5], 
the most popular being the Kalman Filter based approach 
which is a linear estimate based technique [6].  However there 
are always errors associated with every model, as for each 
observation the error accumulates over a time giving inaccurate 
map or position estimate. Sensors are prone to errors and 
generate noise which adds to the complexity of the problem. So 
prior processing of the sensor data is essential to generate 
accurate maps. 

Clustering is one of the techniques that is based on 
grouping together data that are similar. Its application are wide 
in the field of data mining and data statistical data analysis like 
machine learning, patter recognition, image analysis and 
bioinformatics. 

Various clustering techniques have been implemented for 
SLAM like Iterative closest point (ICP) method for making 
clusters of data points obtained from the sensor and for data 
reduction [7]. 

For indoor mapping, we discuss how k-means clustering 
can be effectively used with advantages and limitations. 

 

II. K-MEANS CLUSTERING 

A.  k-means clustering 

k-means clustering is a method of cluster analysis which aims 

to partition a set of data points into k clusters in which each 

observation belongs to the cluster with the nearest mean 

[8],[9],[11]. Here k is a positive integer number. The grouping 

is done by minimizing the sum of squares of distances 

between data and the corresponding cluster centroid. Thus the 

purpose of k-means clustering is to classify the data. The 

objective function that k-means optimizes is  

 

kmeans(X,C) ← 
1

min
n

i


2

i jx c   :  1.....j k  

                                                                                        (1) 

B. Algorithm 

This part describes the algorithm for k-means clustering. The 

input to the algorithm is a set of points generated by the laser 

distance sensor. The algorithm is very straightforward and 

works in following steps: 

Step 1: Begin with a decision on the value of k= number of 

clusters. 

Step 2: Put any initial partition that classifies the data into k 

clusters. 

Step 3: Take each sample in sequence and compute its 

distance from the centroid of each of the clusters. If a sample 

is not currently in the cluster with the closest centroid, switch 

the sample to that cluster and update the centroid of the cluster 

gaining the new sample and the cluster losing the sample. 

Step 4: Repeat Step 3 until convergence is achieved, that is 

until the data set generates no new centroid. 

After generating the centroids for different clusters, we can 

join these clusters to obtain straight line maps.  The number of 

clusters will greatly affect the resultant map. 
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III. SYSTEM SPECIFICATION 

The scanning laser range sensor used during experiment is 

manufactured by Hokuyo Co. Ltd. This sensor was chosen for 

its accuracy, processing and reliability [10]. The model used is 

Hokuyo URG-04LX shown in Figure 1. The scan angle of the 

sensor is 240 degrees with angular resolution of 0.36 degrees. 

Range detection is 60mm-400mm with ± 2.5 %. The speed of 

scanning is 100 millisec/scan. Required power voltage is 5 

VDC±5%.  It uses a semiconductor laser diode of λ=785 
nm and laser power less than 0.8 mW. The weight of the 
sensor is 160 g.  The specifications of the sensor are 
summarized in table I. 

 

 
Figure 1.  Laser range sensor (URG-04LX , Hokuyo Automatic Co.Ltd.) 

 

                 

Figure 2.    Robot(Plat F1, Japan System Design Co. Ltd) 

                                            TABLE1  
                                  LASER RANGE SENSOR SPECIFICATIONS  

Laser range sensor URG-04LX 

Distance range  60 mm-4000 mm 

Accuracy 20-1000 mm:±25mm  

 1000-4000 mm: ±2.5% 

Distance resolution 3.8 mm 

Scan angle 240 degree 

Angular resolution 1.875 degree 

 

The algorithm was computed in Java language (version       
1.6) on a 32 bit, Windows 7 operating system with 2 GB 
RAM.  

Figure 2 shows the robot used during experiment (Plat       
F1, Japan System Design Co. Ltd) with URG-04LX laser 
sensor. 
 

IV. EXPERIMENTAL RESULTS 

 
Figure 3.  Result of k-means clustering with 20 clusters 

 
Figure 4.  Result of k-means clustering with 25 clusters 

The experimental environment built for the map 

generation consists of straight line walls. The robot with 

sensor is moved inside the area to generate data points. 

After applying k-means algorithm to the set of data points 

obtained from the laser range sensor, the set of points are 

divided into clusters with centroids.  For obtaining the 

desired number of clusters, initial k centroids are defined 

and the clustering is performed. From the results in Figure 3 
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with 20 clusters, it shows how the entire sets of data points 

are divided into small clusters with a mean for every set, 

shown in the figure by red dot.  For accurate mapping more 

number of clusters are desired so that straight lines can be 

drawn through the mean points. Figure 4 and Figure 5 

shows results obtained for the number of clusters as 25 and 

30 respectively. The initial number of clusters to be input 

plays an important role to obtain good results. Smaller the 

size of k will generate an undesirable result. The position or 

coordinates of the mean points are later extracted to join 

and get a line map of the environment.  

 

 
Figure 5.  Result of k-means clustering with 30 clusters 

 
Figure 6.  Final line map obtained for varying cluster sizes, different colours 

respresent different cluster sizes 

 

Figure 6 shows superimposed result after joining the 

mean points for cluster size of 20, 25 and 30. It is evident 

that higher number of clusters produces good line maps 

compared to lower. It is to be noted that the mean points 

may not lie on the same line and hence will not always 

generate straight lines. This happens mainly because of 

noise present in the observation points. More advanced 

algorithms can be used like Hough Transform and Singular 

Value Decomposition to produce more accurate straight 

line maps [13], [14].  Also noise can be reduced prior to 

running the clustering algorithm. 

\ 

V. LIMITATIONS 

 

 

Figure 7.  Result of k-means clustering on noise data(Red circled cluster 

represnts noise cluster with mean) 

 

As discussed earlier, noises present in the sensor data 

can    disorient the cluster formation and give errors. Figure 

7 shows    results obtained after applying k-means algorithm 

on sensor data with noise.  The red circled cluster shows a 

noise cluster with its mean which is unwanted. Thus it is 

very important to reduce noise before applying the 

clustering technique. More efficient algorithms and filtering 

techniques can be one of the solutions to this problem [11], 

[12]. 

Also k-means algorithm requires user to input 

number of clusters to be formed. Thus predicting how many 

clusters can generate a good result is one of the limitations. 

Thus previous information about sensor and environment 

can result in effective clustering.   
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VI. CONCLUSION AND FUTURE WORKS 

 

In this paper, we have discussed how clustering can 

be an efficient method to generate maps for mobile robots 

in an indoor environment. Using k-means algorithm, we 

showed that this method is very simple, powerful and 

efficient technique to generate straight line maps. Results 

obtained from the experimental results proved how the 

number and size of the clusters can be varied to generate 

different size clusters with mean points. We also showed 

how straight lines maps can thus be obtained from joining 

these mean points and discussed results for different 

number of clusters. As for the limitation, noise affects the 

clustering and hence noise reduction and data reduction is 

helpful in getting an accurate clustering.  

The immediate future work would be to apply more 

efficient clustering algorithms and combining them to 

produce maps with higher accuracy. Also improving the 

computational efficiency of the algorithm and applying it in 

more complex environment would be the work in the 

future. 
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